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 This study aimed to validate a modified Statistics Anxiety Scale for students in the 

United States taking university courses. Modifications were made by changing the 

wording of several items to be consistent with American English, and to 

accommodate students taking statistics courses in various formats. Items were 

added to investigate anxiety toward the use of statistical packages, and peer 

mentoring. Data from 352 participants and exploratory factor analyses were used 

to analyze the original 24-item SAS (SAS-O) and a version of the SAS with six 

additional items (SAS-M). The three-factor structure for SAS-O was consistent 

with the original validation study, explaining about 64 % of the items’ variance. 

The factor structure for SAS-M contained an additional two factors, that explained 

a total of 68 % of the items’ variance. The factors were internally consistent, 

correlated with one another, and negatively correlated with Wise’s Attitude 

Toward Statistics scale. Male students generally had lower application anxiety and 

examination anxiety than female students, and lower asking for help anxiety than 

non-traditional students. 
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Introduction 

 

There is much literature demonstrating the importance of experimental design and statistical application in STEM 

fields such as engineering (Zhan, Fink, & Fan, 2010), biology (Pollard et al., 2019), chemistry (Hartland, 2020), 

and physics (Pfaff et al., 2013), and in applied fields such as kinesiology (Beck, 2013; Hopkins et al., 2008), 

nursing (Epstein et al., 2011; Hanoch & Pachur, 2004), and public health (Hayat et al., 2017). According to the 

Bureau of Labor Statistics (BLS, 2022), statistics has been cited as an important component for problem-solving 

and research in the engineering and scientific fields, and the job outlook for statisticians is projected to increase 

up to 35% from 2020-2030, which is higher than the average across all occupations. Despite this promising 

outlook, statistics coursework has been cited as challenging to students for several reasons, notably, a lack of 

interest (Aggarwal, 2018) and anxiety (Onwuegbuzie, 2004) when taking statistics courses. Furthermore, overall 

math anxiety in students internationally is significantly related to lower math assessment scores (Foley et al., 

2017) and math anxiety has been reported to lead to avoidance of taking STEM classes and reduced grades in 

STEM courses, even when math ability was controlled for (Daker et al., 2021). 

 

Statistics anxiety is a form of state anxiety marked by thoughts and feelings of fear, worry, and apprehension at 
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the prospect of engaging with statistics related content and can result in delayed enrollment in statistics and 

research methods courses (Onwuegbuzie, 2004; Onwuegbuzie & Wilson, 2003; Zeidner, 1991), as well impact 

achievement potential in those courses. Statistics courses have been shown to produce some of the highest levels 

of anxiety for various demographics of university students (Bell, 2003; Chew & Dillon, 2014a; Onwuegbuzie et 

al., 2010). Students enrolled in human science and social science fields of study often prefer to learn applied 

human-interest content and avoid courses in research methodology and statistics courses, suggesting poor attitudes 

and low perceived relevance towards the latter disciplines (Aggarwal, 2018; Rajecki et al., 2005). Kaufmann and 

colleagues (2022) found that students who perceived statistics to be of low relevance had higher rates of statistics 

anxiety. The widespread prevalence of statistics anxiety and avoidance of taking statistics courses has contributed 

to the development of several instruments to study this phenomenon. These include such instruments as the 

Statistics Course Attitude Scale (Bendig & Hughes 1954), as well as the more recent Statistics Anxiety Rating 

Scale (STARS; Cruise et al., 1985) and Statistics Anxiety Scale (SAS; Vigil-Colet et al, 2008). 

 

Statistics Anxiety Scale 

 

The SAS is a 24-item inventory that was developed by Vigil-Colet, Lorenzo-Seva, and Condon (2008) in Spain. 

The items are Likert-type, ranging from 1 (no anxiety) to 5 (very much anxiety). The SAS was developed via two 

steps (Vigil-Colet et al., 2008). Firstly, feedback was gathered from statistics instructors with more than 10 years 

of experience. Secondly, some of the items were derived from the STARS, namely items 1-3, 6, 9-11, 14, 17, 18, 

and 22 (see Table 1). The participants consisted of 159 psychology students enrolled in a statistics course. Using 

exploratory factor analysis (EFA), the authors determined three subscales of statistics anxiety: asking for help 

anxiety (AHA), examination anxiety (EA), and interpretation anxiety (IA). Asking for help anxiety is defined as 

anxiety when asking an authority figure or peer questions about statistics. The items that loaded onto this factor 

were items 3, 5, 7, 12, 17, 21, 23, & 24. EA is defined as the experience of anxiety when taking a statistics 

examination. The items that loaded onto this factor were items 1, 4, 9, 11, 13, 14, 15, & 20. Lastly, IA is defined 

as the experience of anxiety when having to interpret data and understand formulae in the statistical context. The 

items that loaded onto this factor were items 2, 6, 8, 9, 10, 16, 18, & 22. The total variance explained by the factors 

was 70.9 %. The SAS and its constructs were also found to be internally consistent, with alpha coefficients of 

.924, .874, .819, and .911 respectively for AA, EA, IA, and the SAS. Factor correlations were moderate, ranging 

from .308 to .445. The SAS and its subscales also shared weak to moderate relationships with two other 

instruments: the trait subscale of the State Trait Anxiety Inventory (Spielberger et al., 1988), and the neuroticism 

component of the Eysenck Personality Question Revised (Eysenck et al., 1985), thus addressing convergent 

validity of the SAS. All three factors have a potential range of 8 - 40. 

 

Chiesi and colleagues (2011) later confirmed this factor structure using Italian (n = 512) and Spanish (n = 336) 

participants. Using confirmatory factor analysis (CFA), they reported a reasonable fit with Italian participants, 

χ2(248) = 668.361, p < .01; Comparative Fit Index (CFI) = .926, Root Mean Square Error of Approximation 

(RMSEA) = .058, and Spanish participants, χ2(246) = 556.296, CFI = .926, RMSEA = .061. The factor models 

were considered to be equivalent across both countries, albeit with modifications.  Similar to Chiesi et al. (2011), 

Chew and Dillon (2014b) found a modified three-factor model amongst a sample of students from Singapore and 
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Australia, χ2(240] = 532.73, CFI = .92, Parsimony Goodness of Fit Index (PGFI) = .66 , RMSEA = .08 (90 % CI: 

.07, .09).  In contrast, O’Bryant and colleagues (2021) found a modified two-factor model amongst American 

university students that did not differ from the three-factor model, χ2(240) = 49.37, p = .105, CFI = .959, RMSEA 

= .076, Standardized Root Mean Square Residual (SMSR) = .035. In this model, items 24 and 15 were excluded 

from AHA and EA respectively.  Additionally, IA was not retained for this modified version. Overall, the three-

factor model was reported to have a poor fit, with the two-factor model having a more acceptable fit. 

 

Effects of Age, Gender, Format, and Race/Ethnicity 

 

Stereotype threat is defined as anxiety resulting from the perception that the behavior of members of stigmatized 

groups may confirm negative stereotypes about those groups. A common stereotype threat related to statistics 

anxiety results from the negative stereotype of minorities and women being intellectually inferior (Beasley & 

Fischer, 2012; Shapiro & Williams, 2011; Steele, 1997), and is implicated in academic decline and attrition for 

these populations (Beasley & Fischer, 2012; Davis et al., 2006). Additionally, it has been demonstrated that “age 

non-traditional students” (i.e, age 25 and older) have more statistics anxiety, than traditional students (Bell, 2003), 

and “classroom traditional learners” have reported slightly less AHA versus online learners (Frey-Clark et al., 

2019).  

 

The main purpose of this study was to validate a modified version of the SAS for use with college students taking 

statistics courses taught at American universities in different formats (face-to-face vs. hybrid vs. online). The 

version of the SAS presented here had four major modifications: modifications of existing items to be more 

consistent with language used by students in the United States; modification of items to reflect shifts toward online 

education, especially during the COVID-19 pandemic; addition of items that address the use of statistical 

programs and packages; and items addressing peer mentoring. The secondary purpose was to explore what 

demographic differences (age, gender, format, race/ethnicity) were found in statistics anxiety. We hypothesized 

the following:  

Hypothesis 1: items 3, 5, 7, 12, 17, 21, 23, & 24 would load onto the AHA factor; that items 1, 4, 9, 11, 13, 

14, 15, & 20 would load onto EA; and that items 2, 6, 8, 9, 10, 16, 18, & 22 would load onto IA.  This 

conforms to the original factor structure.   

Alternatively, Hypothesis 1a: items 3, 5, 7, 12, 17, 21, & 23 would load onto AHA; and items 1, 4, 9, 11, 13, 

14, & 20 would load onto EA. This conforms to the factor structure confirmed by O’Bryant et al. (2021).  

 

Method 

Materials  

Content and Face Validity 

 

This study was approved by the Institutional Review Board (2021-078-OI) at the authors’ institution. The nominal 

group technique (NGT; Delbecq et al., 1975) was used to reach a consensus on items that needed to be reworded 

or adjusted, as well as for new survey item elicitation (Harb et al., 2021). The original scale developed by Vigil-

Colet et al. (2008) was used for this process. In the Fall semester of 2020, the SAS items were reviewed by a panel 
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of five university faculty who had experience either teaching statistics and/or who were heavily involved in 

quantitative methodology. These included faculty with experience teaching either undergraduate or graduate 

statistics courses, one survey methodologist, and one other faculty member regularly involved with quantitative-

directed learning in the field of physiology. All items were first reviewed by each faculty member independently 

and suggestions for modifications were sent to the researcher, who moderated the process. The moderator had 

extensive qualitative research experience. All faculty members then met with the moderator to discuss 

modifications and additional survey items after initial feedback had been collated. Multiple rounds of discussion 

and voting took place regarding all adjusted and new survey items until a consensus was reached. The outcome 

of this meeting included changing the term “teacher” to “instructor”, and the term “private teacher” to “tutor” 

throughout the instrument. There were also other modifications to items 3, 4, 9, 11, 12, 13, 15, 16, 17, 19, 20, and 

23.  Generally speaking, these modifications were meant to better represent the experiences of students taking 

classes in any format (i.e., traditional, online, or hybrid formats). For example, item 23, “going to the teacher’s 

office to ask questions” was modified to “meeting with the instructor to ask questions,” as those taking the class 

in an online format may not have the time or means to physically visit an instructor’s office.  

 

Items 25-28 were added, as many courses now offer a laboratory component whereby students must learn to 

operate one or more statistical programs (“packages”), which was not assessed in the original SAS. Items 29and 

30 were added as it has been shown that modes of peer mentoring are effective learning tools for students in the 

STEM fields. For example, supplemental instruction has been shown to have favorable learning and socialization 

outcomes (Hurley et al., 2006). Gorvine and Smith (2015) have used creative (and less expensive) teaching 

methods to implement student collaboration in statistics, in which students experienced lower statistics anxiety, 

and had a higher preference for working in groups. These resulted in more favorable learning outcomes.    

 

After the survey items were updated, the NGT was repeated with a group of seven students (Fall 2020) who 

already took an applied statistics course designed for allied health. This group represented the demographic from 

which we sampled our participants. It was completed for clarity and was therefore an additional step in face 

validation. Comments were made about adding items related to COVID-19, and general mathematics anxiety. 

These items were considered but not added, as the COVID-19 item was specific to the pandemic, and the SAS is 

specific to statistics, but not generalized to mathematics. Students reported satisfaction with all other items, and 

no other modifications were made after this step. Therefore, the final survey consisted of 30 Likert-type items 

ranging from 1 (no anxiety) to 5 (very much anxiety). The wording for each item may be found in Table 1. We 

also hypothesized the following: Hypothesis 2: Items 25-28 would load onto IA, as they represent levels of 

statistical analysis and interpretation.  Hypothesis 3: Items 29 and 30 would load onto AHA, as they involved 

solicitation of assistance in solving statistical problems.   

 

Wise’s Attitude Toward Statistics Scale 

 

Wise’s Attitude Toward Statistics scale (ATS; Wise, 1985) was used in order to establish discriminant validity 

with the newly worded SAS. It is a 29-item instrument with a 5-point Likert scale. Of the 29 items, 14 are reverse 

scored.  The items may be summed for two factors/subscales (Attitude toward Field and Attitude toward Course) 
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or for a total score.  Higher scores indicate more positive attitudes toward statistics, and the total score was chosen 

for this study. 

 

Once this step was completed, students were recruited from several American universities representing states such 

as Texas, Colorado, and Illinois (Spring 2021 through Fall 2022). A link was sent either directly to instructors, or 

to chairpersons of departments in which statistics courses were taught. Chairpersons distributed the link to their 

respective instructors, who in turn shared the link with their respective students. Participants were not required to 

participate. The departments represented faculties of mathematics and the health sciences. At least three 

instructors were represented, though the total number is unknown, due to student anonymity. Students were 

anonymized as some of the students belonged to a class taught by one of the investigators, and anonymity was a 

step to minimize coercion. As students were anonymized, it was not possible to determine which instructors shared 

the link, or which classes/students participated for the instructors that did. Students were asked to complete the 

survey ≤ 2 days before or after an examination to take advantage of salient feelings of anxiety. Dates were 

requested from instructors and/or heads of department to maximize participation. Surveys were distributed using 

the Qualtrics electronic survey platform (Provo, Utah).  

 

Participants 

 

The data were collected during Fall 2021, Spring 2022, and Fall 2022 semesters. Participants (n = 352) were 

sampled from statistics courses from universities in Colorado, Illinois, and Texas. Participants had a mean age of 

19.4 ± 3.4 years (n = 346), ranging from 17 to 60 years old, with six non-disclosing. Seventy-two students 

identified as Asian-American, 57 Black, two first-nations, 59 Hispanic/Latinx, 1 Pacific Islander, 154 White, with 

seven non-disclosing. There were five gender non-conforming, 250 females, and 96 males, with one student non-

disclosing. Student majors varied across several disciplines. Some of the more represented majors included 

business-related (n = 42), psychology (n = 41), political science (n = 19), animal sciences (n = 17), 

communications (n = 8), kinesiology/exercise science (n = 17), (pre-) nursing (n = 16), community health/wellness 

promotion (n = 13), education (n = 8), and English (n = 7).  Except for one of the education majors that declared 

a double major, no other students reported being a mathematics major. There were also 34 undeclared majors. 

One hundred and fifty-four students reported taking the course in a traditional (face-to-face) format, 161 took the 

course in an online format, and 37 students took the course in a hybrid (mix of traditional/online) format. Though 

taught at different institutions, the classes emphasized the application of statistical thinking and tools to problem 

solving. Topics typically found in such classes include probability, study design, correlation, linear regression, z-

tests, t-tests, and analysis of variance. 

 

Data Analysis 

 

Data were analyzed using IBM SPSS version 28 (Armonk, NY). Descriptive statistics were obtained for all SAS 

items (1-30). Items 16 and 20 had skewness values of 1 and -1.1 respectively, while items 3 and 14 had kurtosis 

values of -1 and -1.1 respectively. All other items had skewness and kurtosis values between 1 and -1. Hence the 

data were treated as normal for the analyses presented in this study. Two exploratory factor analyses using 
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principal axis factoring (EFA) were used to analyze the data, with one being used to analyze the items for the 

original 24-item scale (SAS-O), and the other for the modified 30-item scale (SAS-M). The purpose of this step 

was to address construct validity. The direct oblimin rotation method was used for both analyses, as subscales of 

statistics anxiety are shown to be related (Chew & Dillon, 2014b).  

 

We interpreted EFA for several reasons. Firstly, the study by O’Bryant and colleagues (2021) used confirmatory 

factor analysis (CFA) and found a revised two-factor model with American students that contradicted the three-

factor model found or confirmed in other studies.  With two different models, there lies the possibility that the 

results found in Spanish (Vigil-Colet et al., 2008; Chiesi et al., 2011), Italian (Chiesi et al., 2011), Australian, and 

Singaporean (Chew & Dillon, 2014) students might not be generalized to American students. This raises a 

question of cross-cultural construct validity (likely in terms of the educational framework) of the SAS with the 

latter population.  Furthermore, as the three-model factor was found to be a poor fit via the use of CFA, EFA can 

be used to re-examine these models (Schmitt, 2011). 

 

We also modified and added items to the SAS. Several of these modifications allowed for the dynamic nature of 

instruction (e.g., advances in online teaching, increased availability of statistical programs, etc.) that have 

happened since the SAS’ inception in 2008. We wished to explore the factor structure in order to see if items 

would remain on the same factors, or load onto different ones. We also wished to compare and report the factor 

structures and the amounts of variance explained by the factors found in SAS-O and SAS-M. Examples of this 

step’s importance include the enhanced decision-making ability of instructors to choose a version for course 

evaluation, and enhanced decision-making for other scientists wishing to expand upon this work (e.g., replication 

with other EFA’s as well as CFA).  

 

In summary, we wished to explore the factor structure in our sample of American students without forcing the 

factors through the use of CFA for two reasons. Firstly, we did not wish to use CFA as an exploratory tool and 

force a poor-fitting three-factor model in American students. Secondly, we substantially modified the wording of 

the instrument from its original form. Cronbach’s α and McDonald’s ω analyses were used as follow-up analyses 

to determine the internal consistency of each factor/subscale and for ATS.   

 

Cluster analysis is a family of exploratory methods used to dissect datasets into unique subgroups using relevant 

variables (Meyers et al., 2017). Two-step cluster analysis is a clustering algorithm that considers categorical and 

continuous variables (IBM Support, 2020). This method was used as a follow-up analysis to explore any potential 

differences in the five subscales of statistics anxiety between six categories of race/ethnicity, three categories of 

gender, and three teaching formats. This method was chosen instead of a more hypothesis-driven method (e.g., 

analysis of variance), as several of these categories differed in size (e.g., the low numbers of Pacific Islander, First 

Nations, and Gender Non-conforming participants). Cluster analysis thus offered the option to analyze without 

collapsing these small samples into larger groups, thus minimizing loss of information. However, the disadvantage 

of using this method is a potential lack of reproducibility in future studies. Follow-up chi-square tests of 

independence were used to determine the strength of association between cluster membership and the 

demographic variables (format, gender, race/ethnicity), while follow-up analyses of variance (ANOVA) were 
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used to determine differences in cluster membership for age and each of the five subscales of statistics anxiety. 

The Bonferroni post hoc test was used for all ANOVA analyses except for application anxiety, where the Levene’s 

Test for equal variances was violated. In this case, the Games-Howell post hoc test was used (for the variable of 

age). The items and their descriptive statistics are included in Table 1. 

 

Table 1. Descriptive Statistics of the SAS Items 

Item Mean ± S.D. 

1 Studying for an examination in a statistics course 3.1 ± 1.1 

2 Interpreting the meaning of a table in a journal article 2.5 ± 1.0 

3 Asking my statistics instructor for help with material I am having difficulty understanding. 2.5 ± 1.3 

4 Realizing that I cannot do some problems that I thought were going to be easy when preparing 

for an upcoming exam. 

3.7 ± 1.1 

5 Asking a tutor to explain a topic that I do not understand 2.5 ± 1.2 

6 Reading a journal article that includes some statistical analyses 2.4 ± 1.1 

7 Asking the instructor how to use a probability table 2.5 ± 1.2 

8 Trying to understand a mathematical demonstration 2.7 ± 1.1 

9 Completing the final exam in a statistics course 4.0 ± 1.1 

10 Reading about public policy statistics such as data about the census, employment, public 

health, and consumer spending 

2.3 ± 1.0 

11 Getting ready to start a statistics exam 3.7 ± 1.2 

12 Asking the instructor about how to do a statistics assignment 2.4 ± 1.2 

13 On the day before you take a statistics exam, feeling as though you might get a particular 

problem that you do not know how to answer. 

3.6 ± 1.2 

14 Waking up on the day that you take a statistics exam 3.2 ± 1.2 

15 Realizing just before you start the exam that you have not prepared for a particular statistics 

problem. 

4.0 ± 1.1 

16 Copying a mathematical demonstration while the instructor is explaining it 2.0 ± 1.1 

17 Asking the instructor for help with understanding a statistics software output 2.4 ± 1.3 

18 Trying to understand the odds in a lottery 2.4 ± 1.1 

19 Listening to a classmate discuss the results of a statistics problem they solved 2.0 ± 1.1 

20 Taking a statistics exam without having had enough time to study 4.2 ± 1.1 

21 Asking the instructor for help when trying to interpret a results table 2.4 ± 1.2 

22 Trying to understand the statistical analyses described in the abstract of a journal article 2.5 ± 1.1 

23 Meeting one-on-one with the instructor to ask questions 2.7 ± 1.4 

24 Asking a tutor to explain to me how to do an assignment. 2.4 ± 1.2 

25 Learning a new statistics software program (JASP, SPSS, R, SAS, Mplus, etc.) 3.3 ± 1.3 

26 Trying to apply a statistical test to solve a problem (i.e., correlation, regression, t-test, 

ANOVA, etc.) 

3.1 ± 1.2 

27 Learning a new computer coding language to solve statistical problems (e.g., Python, R) 3.5 ± 1.3 

28 Learning how to use a calculator to solve statistical problems. 2.3 ± 1.2 

29 Asking a peer or a classmate to explain a topic that I do not understand. 2.5 ± 1.2 

30 Asking a peer or a classmate to explain to me how to do an assignment 2.4 ± 1.2 
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Results 

 

Bartlett’s Test of Sphericity (BTS) revealed the rejection of the null hypothesis of an identity matrix, i.e., no 

correlations between any of the variables in this study. For SAS-O, BTS is reported as follows: approximate 

χ2(276) = 3413.9, p < .001. For SAS-M, BTS is reported as approximate χ2(435) = 4586.9, p < .001. Pearson 

product moment correlations between SAS-O/SAS-M and the total score of Wise’s Attitude Toward Statistics 

scale (1985) were used to establish discriminant validity of SAS-O and SAS-M. All items correlated ≥ .3 with at 

least one other item. Each item had individual Kaiser-Meyer-Olkin (KMO) values ≥ .85, with the overall KMO 

being .93. Items 2, 6, 8, and 16 had communalities below .5, but were warranted for Inclusion due to meeting the 

previous two criteria. Hence, EFA was interpreted for the scales.  

 

Original SAS  

 

For SAS-O, there were three factors, explaining 64.3 % of the variance in the data. The factor explaining the most 

variance contained items 3, 5, 7, 12, 17, 21, and 23. Consistent with previous studies, this factor was called Asking 

for Help Anxiety. This was followed by the factor containing items 1, 4, 9, 11, 13, 13, 14, 15, and 20 (Examination 

Anxiety). Lastly, items 2, 6, 8, 10, 16, 18, 19, and 22 loaded onto Interpretation Anxiety. The factor structure, 

variance explained, eigenvalues, reliability analyses (α and ω), and descriptive statistics for these factors may be 

found in Table 2. Note that both α and ω are included as there have been calls to use the latter in preference to the 

former (e.g., Dunn et al., 2013). 

 

Table 2. Factor Structure of SAS-O 

Item AHA EA IA Communality KMO 

21 .87   .74 .95 

17 .87   .76 .97 

24 .86   .78 .94 

12 .84   .73 .96 

3 .82   .71 .94 

7 .80   .69 .96 

23 .78   .63 .95 

5 .78   .62 .95 

15  .83  .65 .92 

11  .82  .71 .95 

14  .80  .58 .94 

13  .78  .59 .95 

9  .77  .58 .95 

4  .76  .52 .94 

20  .70  .53 .89 

1  .65  .48 .95 

10   .80 .51 .92 
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Item AHA EA IA Communality KMO 

18   .72 .53 .95 

22   .72 .56 .94 

6   .70 .50 .91 

19   .68 .47 .95 

2   .66 .53 .94 

8   .59 .48 .97 

16   .57 .36 .93 

    Total variance explained  

% variance 42.2 12.8 9.3 64.3  

Eigenvalue 10.1 3.1 2.2 15.4  

Cronbach α .95 .91 .88 Instrument α: .94  

McDonald’s ω .95 .91 .88 Instrument ω: .94  

Mean ± S.D. 19.9 ± 8.6 29.6 ± 7.2 18.8 ± 6.3   

Present Range 8-40 9-40 8-38   

Potential range 8-40 8-40 8-40   

 

Modified SAS 

 

There were five factors explaining 68.4 % of the variance in the SAS-M. While AHA and EA were consistent 

with the analysis of SAS-O, IA was consistent with SAS-O, except for the addition of item 28. The first new 

subscale of Application Anxiety (AA) contained items 25, 26, and 27. The second new subscale of Peer Anxiety 

(PA) contained items 29 and 30. The factor structure of SAS-M violates recommendations set forth by several 

scholars concerning having too few items per factor (e.g., Izquierdo et al., 2014).  However, we chose to move 

forward with interpreting SAS-M because of the practical relevance of these items, especially given the 

demographic differences found in AA, discussed further below. The factor structure, variance explained, 

eigenvalues, reliability analyses, and descriptive statistics for these factors may be found in Table 3.  

 

Table 3. Factor Structure of SAS-M 

Item AHA EA IA AA PA Communality KMO 

21 .87     .74 .95 

17 .87     .76 .97 

24 .86     .78 .94 

12 .84     .73 .97 

3 .83     .73 .94 

7 .81     .70 .96 

5 .78     .62 .96 

23 .78     .63 .95 

11  .82    .71 .95 

15  .82    .70 .91 
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Item AHA EA IA AA PA Communality KMO 

14  .79    .56 .94 

13  .76    .60 .95 

9  .75    .59 .96 

4  .75    .53 .95 

20  .69    .55 .91 

1  .66    .49 .96 

10   .76   .49 .92 

22   .70   .57 .96 

6   .69   .51 .93 

18   .68   .53 .95 

2   .67   .54 .95 

19   .66   .49 .96 

28   .65   .48 .97 

16   .59   .37 .94 

8   .58   .50 .96 

25    -.83  .82 .88 

27    -.80  .73 .91 

26    -.58  .68 .93 

29     .96 .90 .86 

30     .93 .84 .86 

      Total variance 

explained 

 

% variance 41.0 11.2 8.3 4.4 3.5 68.4  

Eigenvalue 12.3 3.4 2.5 1.3 1.1 20.6  

Cronbach α .95 .91 .89 .88 .94 Instrument α: .95  

McDonald’s 

ω 

.95 .91 .89 .89 -* Instrument ω: .95  

Mean ± S.D. 19.9 ± 8.6 29.6 ± 7.2 21.1 ± 7.1 9.9 ± 3.3 4.8 ± 2.3   

Present 

Range 

8-39 9-40 9-42 3-15 2-10   

Potential 

range 

8-40 8-40 9-45 3-15 2-10   

*Note: McDonald’s ω not provided, as it will not compute reliability for less than three items. 

 

Discriminant Validity 

 

The internal consistency for Wise’s Attitude Toward Statistics scale (ATS; 1985) was .92 for both Cronbach’s α 

and McDonald’s ω. As shown in Table 4, the SAS and all subscales from both instruments were inversely related 

to the total score of ATS. All correlation null hypotheses were rejected at the p = .01 level. 
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Table 4. Relationships between the SAS Subscales and Wise’s ATS 

SAS-O       

 AHA EA IAO SAS-O   

Asking for Help Anxiety (AHA)       

Examination Anxiety (EA) .45      

Interpretation Anxiety (original; IAO) .56 .47     

SAS-O .85 .78 .81    

Attitude Toward Statistics Scale (ATS) -.22 -.28 -.33 -.33   

SAS-M       

 AHA EA IAN AA PA SAS-M 

EA .45      

Interpretation Anxiety (new; IAN) .67 .48     

Application Anxiety (AA) .37 .55 .58    

Peer Anxiety (PA) .63 .37 .54 .39   

SAS-M .83 .77 .83 .69 .69  

ATS -.22 -.28 -.34 -.18 -.23 -.33 

*H0 rejected at the p = .01 level; **H0 rejected at the p = .001 level 

 

Two-Step Cluster Analysis 

 

A total of 346 students were clustered. This is because six students did not provide their ages and were not included 

in this analysis. These students were still analyzed descriptively as a separate “unclassified” group (U). The 

Silhouette measure of cohesion and separation was classified as poor. Overall, the best predictors in order from 

highest to lowest priority were class format, gender, race/ethnicity, EA, age, AA, AHA, PA, and IA. Cluster 1 had 

90 participants, and consisted of only males.  Class format had the lowest predictor performance within this group. 

This cluster had significantly less AA and EA than all other groups and had significantly less AHA than Cluster 

2. No other clusters were different in AHA, AA, and EA.  

 

Cluster 2 appeared to be the most non-traditional group. It had 73 participants and was predominantly female. It 

had the lowest proportion of traditional learners, the highest number of students older than 25 (n = 8), and 

contained most of the Hispanic participants, as well as hybrid learners. This cluster was significantly older than 

Cluster 4, had the highest age range (17-60), contained the most gender diversity, and as aforementioned had 

higher AHA than Cluster 1. 

 

Cluster 3 had 89 participants. It had the highest number of white participants, was predominantly female, and 

contained two gender non-conforming participants. Cluster 4 had 94 participants and was characterized by all 

female students taking a traditional course. Descriptively, this was also the youngest cluster and was significantly 

younger than Cluster 2. Generally, Clusters 3 and 4 were similar. However, race/ethnicity had a higher predictor 

performance for Cluster 3, while age had a higher predictor performance for Cluster 4. Differences in Cluster 

demographics may be found in Tables 5 and 6. 
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Table 5. Cluster Frequencies 

Demographic Clusters Group Totals Exploratory χ2 Test of 

Independence 

Race/Ethnicity 1 2 3 4 Uƚ   

Asian American 23 5 16 28 0 72 χ2(18) = 141.9, p < .001, V = .37 

Black/African American 11 4 18 19 5 57  

American Indigenous 0 1 1 0 0 2  

Hispanic 17 42 0 0 0 59  

Pacific Islander 0 0 0 1 0 1  

White/Caucasian 35 20 54 44 1 154  

Prefer not to answer 4 1 0 2 0 7  

Format        

Traditional 38 22 89 0 5 154 χ2(6) = 291.8, p < .001, V = .65 

Online only 44 22 0 94 1 161  

Hybrid 8 29 0 0 0 37  

Gender        

Male 90 3 0 0 3 96 χ2(9) = 340.1, p < .001, V = .57 

Female 0 66 87 94 3 250  

Gender Non-conforming 0 3 2 0 0 5  

Prefer not to answer 0 1 0 0 0 1  

Cluster Totals 90 73 89 94 6 352  

ƚ not used in the analysis. 

 

Table 6. Cluster Differences in the SAS 

 1 2 3 4 Uƚ Exploratory Analysis of Variance 

Age 19.0 ± 1.0 21.0 ± 6.9*** 19 ± 1.3 18.9 ± 1.2 - F(3, 342) = 7.6, p < .001, η2
p = .06 

AHA 17.5 ± 7.5* 22.5 ± 8.6 19.9 ± 8.6 20.3 ± 8.8 18.8 ± 12.3 F(3, 342) = 7.6, p < .01, η2
p = .04 

EA 26.3 ± 7.8** 32.2 ± 6.0 29.8 ± 6.6 30.6 ± 6.6 28.8 ± 10.6 F(3, 342) = 11, p < .001, η2
p = .09 

IA 20.1 ± 7.2 21.9 ± 6.8 20.5 ± 6.3 21.9 ± 7.5 25.7 ± 11.3 F(3, 342) = 1.6, p > .05, η2
p = .01 

AA 8.8 ± 3.3** 10.8 ± 3.0 10.2 ± 3.2 10.1 ± 3.4 10.2 ± 4.0 F(3, 342) = 5.7, p < .001, η2
p = .05 

PA 4.4 ± 2.3 5.1 ± 2.1 5.0 ± 2.5 4.8 ± 2.3 6.3 ± 2.6 F(3, 342) = 1.7, p > .05, η2
p = .02 

*Cluster 1 different from Cluster 2 only; **Cluster 1 different from all other clusters; ***Cluster 2 different from 

Cluster 4 in age; ƚ not used in analysis. 

 

Discussion 

 

In this study, the SAS was modified to be used for American students, as well as for students who took the course 

in multiple formats (i.e., traditional, online, and hybrid formats). Items were also added to the modified version 

that pertained to peer mentoring and the use of statistical programs and packages. For the SAS-O, there was a 

three-factor solution, with AHA (Asking for Help Anxiety) explaining 42% of the variance, EA (Examination 
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Anxiety) explaining about 13 %, and IA (Interpretation Anxiety) explaining about 9 %, for a total of about 64 % 

of the variance. This three-factor structure is similar to the original (Vigil-Colet et al., 2008), in which 70 % of 

the variance was explained, therefore Hypothesis 1 exists in a sample of American students. Previous studies have 

shown the factor structure of the SAS to be consistent amongst Spanish, Italian (Chiesi et al., 2011), Singaporean, 

and Australian (Chew & Dillon, 2014b) psychology students. The three-dimensional factor structure of the 

original SAS is now shown to be consistent amongst students in the United States taking statistics courses across 

several institutions and several instructional formats.   

 

In contrast, the amount of variance explained by each factor differed. Vigil-Colet and colleagues (2008) found 

that AHA accounted for about 28 % of the anxiety, with EA and IA accounting for about 14 % and 19 % of the 

variance respectively. Whereas the variance was more equally distributed in the Vigil-Colet study, asking for help 

accounted for more than twice the amount of variance than the other two factors in this study. The majority of 

students ranged between low and moderately high levels of AHA anxiety.  Reasons for this variation are not clear 

but may include individual dynamics between the students and their respective instructors (such as availability) 

during the COVID-19 pandemic when these data were collected. However, it is a positive indicator that the mode 

was the lowest score on the subscale and that the frequency of this score is more than 1/10 of the entire sample. 

Expectedly, EA tended to be high, with a mean of about 30, and a mode of 35 (n = 23), followed by scores of 36, 

34, and 31 (n = 20 for each), followed by 30, 37, and 38 (n = 19). Students tend to feel high anxiety around 

examination times when this survey was administered, and the higher scores of this subscale could also have been 

due to the timing of survey completion when feelings of anxiety were salient. 

 

Interpretation anxiety is the only dimension that differed slightly between the original SAS and the modified SAS 

with new items added. For the modified version, item 28 was included. This item was stated as “Learning to use 

a calculator to solve statistical problems” contains items that address the pragmatic application of statistical 

knowledge (i.e., items 10, 22, 6, 18, 2), as well as mathematical interpretation and problem-solving (items 19, 16, 

8). Given that the calculator is the tool commonly used to solve mathematical problems, it makes sense that item 

28 loaded onto IA. 

 

Items 25, 26, and 27 addressed the learning and application of programs or coding to analyze data.  These items 

were included, because many statistics courses have a laboratory component that makes use of a graphical user 

interface (e.g., SPSS) or syntax-driven program (e.g., R) to screen and analyze datasets. This loaded onto a unique 

dimension, AA, which addresses anxiety related to the selection of statistical tests to analyze data and learning 

how to operate these programs. It should be noted that AA does contain an element of interpretation (item 27), 

but this pertains to interpreting the quality of data to be analyzed, as opposed to analyzing the results. This finding 

rejected our hypothesis that these three items would load onto IA. That said, AA was most correlated to IA, with 

both dimensions sharing about 33 % of variance (squared correlation coefficient in Table 4) with each other. This 

finding suggests the importance of being mindful when instructing the use of statistical programs. 

 

Items 29 and 30 addressed asking for help, but from a peer, and loaded onto a fifth dimension, PA. It was separate 

from the AHA dimension, as AHA had to do with asking for help from an authority figure such as an instructor 
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or tutor. This finding also rejected our hypothesis that these items would load onto AHA. This is important to 

know as students may process information differently from a peer than they do from an instructor or tutor, and 

the use of peer mentoring is shown to be an effective teaching strategy in statistics (Gorvine & Smith, 2015), as 

well as other STEM courses (Hurley et al., 2006). 

 

Comparison to the Original SAS 

 

As aforementioned, the factor structure of SAS-O is consistent with that found by Vigil-Colet et al. (2008). They 

reported that the SAS factor structure explained about 71 % of the common variance, with AHA, EA, and IA 

explaining about 28 %, 24 %, and 19 % of the variance respectively. In contrast, the factors explained a total of 

about 64 % of the variance, with AHA, EA, and IA explaining about 42%, 13 %, and 9 % respectively in this 

study.  

 

Demographic Differences in Statistical Anxiety 

 

As aforementioned, two-step cluster analysis created four groups of students that were primarily driven by 

demographics. Cluster 1 consisted of only male participants. Cluster 2 was mostly female and appeared to be the 

most non-traditional. Clusters 3 and 4 were somewhat similar, with the latter being younger females only. Cluster 

membership was most associated with format (42 % shared variance), followed by gender (32 %), and 

race/ethnicity (13.7 %). Cluster membership explained differences in EA (9 %, a medium-to-large effect, [Cohen, 

1988]), AA (5 %), and AHA (4 %, both small-to-medium effects). There were no other differences in anxiety 

between clusters. 

 

Cluster 1 had less AA and EA than all of the other clusters, and less AHA than Cluster 2. There were no other 

differences between clusters in terms of statistical anxiety. These findings suggest that males felt more empowered 

asking for instructor assistance, operating statistical programs, and when preparing to take examinations. Cluster 

2 represented a unique intersection of students that were generally female non-traditional students and reported 

being slightly more anxious than Cluster 1 when asking for instructor assistance.  However, they were no different 

from the other clusters for any statistical anxiety subscales.  

 

Cluster 2’s difference from Cluster 1 adds to the findings of previous research. Bell (2003) found that non-

traditional students had significantly more Test and Class Anxiety than traditional students. They also trended 

higher in AHA and IA, though these differences were not statistically significant. Frey-Clark et al. (2019) similarly 

found that online students reported slightly more AHA than traditional peers. The unclassified group had the 

largest variation in all SAS subscales, and likely contained participants that potentially belonged to several 

clusters. Generally, there was a trend of female statistics students feeling slightly more anxious when it comes to 

the use of statistical programs and asking for help with examinations. Although the differences were not large, 

they were meaningful (see Table 6), which is consistent with previously reported trends in the literature for female 

students (Trassi et al., 2022). Given the challenges students experience with statistics anxiety, various strategies 

may be implemented to reduce these disparities.  
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Implications 

 

Multi-faceted approaches may be useful in addressing students’ anxiety in statistics.  For example, Kiss and 

colleagues (2021) recommend including guided breathing exercises for students, expressive writing, and cognitive 

re-appraisal of their anxiety. Instructors are encouraged to foster a positive and supportive learning environment 

incorporating applied, pragmatic, and interactive elements of instruction. Instructors should show care toward 

student learning and promote positive rapport where students do not feel judged to seek help from instructors. 

Students should be encouraged to solve class problems as a team, rather than being isolated. By using teamwork 

to solve problems as part of a supportive learning community, students can validate one another’s effort and 

progress, and their self-concept and confidence relative to statistical concepts may improve. Instructors may also 

help to alleviate examination anxiety by offering rough templates such as a mock examination beforehand (Kiss 

et al., 2021) 

 

Kaufmann and colleagues (2022) evaluated statistics anxiety along with self-efficacy for statistical knowledge 

with a sample of university psychology students and found self-efficacy to have a moderating effect on statistics 

performance. The practical recommendations from Kiss and colleagues (2021) to build a positive learning 

community in the university classroom that incorporates pragmatic and applied teaching examples and encourages 

peers to work together and support one another in their learning process of mastering statistical competencies, 

complement the findings of Kaufmann and colleagues (2022). These pedagogical strategies directly support 

students in building self-efficacy (Bandura, 1994) through peer role modeling in group learning and positive 

verbal persuasion from the instructor and peers, while making the topic of statistics more relevant to students 

through practical and applied teaching examples. These recommendations may help to collectively reduce 

students’ statistics anxiety. 

 

Interventions such as supplemental instruction (SI) have also been shown to improve outcomes in performance in 

STEM disciplines by using student assistants and group work to clarify concepts (Arendale, 2006). Used as an 

attrition prevention method in high-risk courses, it employs a SI supervisor who identifies high-risk courses and 

manages SI peer leaders (Hurley et al., 2006). The SI supervisor is also responsible for enlisting faculty support 

and evaluating the SI program as well as individual sessions (Hurley et al., 2006). The SI peer leaders are students 

who have demonstrated mastery in the course and attended SI training sessions. The SI peer leaders model 

effective study strategies for students, such as the setting of short-term goals, whereby passing tests and the course 

are broken down into smaller, more manageable tasks. The SI peer leaders also play crucial roles in the cognitive 

components of the model by helping students learn to process new experiences and information via socialization 

and teamwork. They mediate student communication and conflict about course content and teach students to study 

independently while working together to achieve common goals, and improve self-efficacy. The SI peer leaders 

serve as positive role models and help to expose students to positive experiences to difficult courses, thereby 

helping additionally enhancing self-efficacy. While having several advantages, SI can be expensive and requires 

many staff to be trained (Dawson et al., 2014). 

 

While SI may be too resource intensive to be broadly implemented, individual instructors can use creative methods 
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or choose from the variety of pedagogical strategies aforementioned to reduce performance gaps and anxiety 

among statistics students. Models such as the flipped classroom approach may be used, whereby group 

assignments may be implemented in statistics courses to improve self-efficacy. The flipped classroom is defined 

as a system whereby the majority of teacher-centered instruction is removed from the classroom in favor of 

student-centered learning activities (Låg & Sæle, 2019). Students can be encouraged to study concepts 

beforehand, maximizing the use of active and applied learning with statistical programs and the completion of 

assignments in class. Instructors can play a role in mediating student group discussions around difficult material, 

thereby teaching students to work together to solve problems and improve confidence. For example, Gorvine and 

Smith (2015) found that students felt less anxiety, preferred group work, and had better learning outcomes using 

similar approaches in a statistics course for psychology students. For fully online courses, instructors may consider 

incentivizing queries and responses around difficult material on discussion boards to encourage students to 

socialize and communicate with one another about problematic material, with the instructor clarifying concepts 

and engaging in the discussions as needed. 

 

Conclusion  

 

The findings of this study provide a modified version of the SAS for use among college students in the United 

States which shows a consistent and reliable factor structure. The three-dimensional factor structure of the original 

SAS explained about 64 % of the common variance in a sample of 352 students. This modified version of the 

SAS included six items addressing the use of statistical programs and asking a peer for help. A total of five factors 

explained 68 % of the common variance in the sample. The factors were correlated to one another, negatively 

correlated with Wise’s Attitude Towards Statistics scale, and were internally consistent using Cronbach α 

reliability analysis. Groups of female and non-traditional students felt more anxiety around examinations, and the 

use of statistical programs. Whereas the group of non-traditional students felt more anxiety when asking for help 

when compared to male students. This scale could be useful in assessing students’ statistics anxiety across 

dimensions and used as a pre-post assessment tool to assess the effectiveness of some of the suggested pedagogical 

strategies discussed here to decrease students’ statistics anxiety and increase academic performance and 

persistence in statistics and other research methods and STEM related courses. 

 

Limitations and Recommendations 

 

There were several limitations to this study.  Firstly, this study took place during the COVID-19 pandemic. While 

the deleterious effects of the pandemic on mental health are well documented (Lee et al., 2021), any potential 

effect on responses to this instrument are neither known nor understood. While we have presented a rationale as 

to why we created six new items, the resulting two new dimensions explained only an additional 4 % of variance 

(i.e., about two items). Additionally, the factors created also violate recommendations set forth for the number of 

items per factor. However, pragmatic reasons exist for the inclusion of these items.  

 

While differences were seen between males and females in EA and AA, we did not collect qualitative data to fully 

understand this phenomenon. While no differences were seen in PA, replication is important to verify these 
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findings. As cluster analysis is an unsupervised method, the results found in that portion of the study may be 

difficult to replicate. We also did not collect grades to establish relationships with student performance and 

anxiety, or to add as an outcome for cluster analysis. While not a current objective, it is a good potential follow-

up study. Other unsupervised methods such as latent profile analysis may also be useful in visualizing hidden 

groups of students, and replication of studies establishing relationships with personality and the SAS-M may be 

insightful in determining personality traits that predict AA and PA. Other recommendations for future study 

include the use of confirmatory factor analysis with different samples to confirm the factor structure of the SAS-

O and the SAS-M. 
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