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Introduction

Statistical competence is an important part of the curriculum for many fields, including the health sciences,
(Aggarwal, 2018; Woltenberg, 2021), the medical professions (Manzar et al., 2023; Schmidt et al., 2021),
sociology (Nousak et al., 2024), psychology (Brooks et al., 2024), and others (Berndt et al., 2021). Beyond
academia, general statistical literacy is increasingly important as society becomes more data-driven (Johannssen

et al., 2021).

Statistics Anxiety

Statistics anxiety is a form of state anxiety characterized by apprehension and fear when engaging with statistics-
related content (Onwuegbuzie & Wilson, 2003). This fear has been shown to delay student enrollment in statistics
courses, as well as affect successful completion of these classes. Students in applied human sciences and social
sciences tend to avoid statistics due to low perceived relevance to their primary content areas (Aggarwal, 2018;
Kaufmann et al., 2022; Rajecki et al., 2005), suggesting poor student attitudes toward statistics. It has also been
shown that positive attitudes toward statistics share weak to moderate negative relationships with anxiety in
several populations (Chiesi et al., 2011; Chew & Dillon, 2014; Lindsay et al., 2024). This phenomenon is so
widespread that there have been several instruments created for its measurement (Nolan et al., 2012). Examples
of these include Wise’s Attitudes Toward Statistics Scale (ATS; Wise, 1985), Survey of Attitudes Toward
Statistics (SATS; Schau et al., 1995), the Statistics Anxiety Rating Scale (STARS; Cruise et al., 1985), and the
Statistics Anxiety Scale (SAS; Vigil-Colet et al., 2008).

The Statistics Anxiety Scale

The original SAS was originally designed as a 24-item scale, developed by Vigil-Colet and colleagues (2008).
The SAS contains three subscales: asking for help anxiety (AHA), examination anxiety (EA), and interpretation
anxiety (IA). Asking for help anxiety is the experience of anxiety connected to requesting help from an authority
figure (e.g., teacher, tutor). It consists of items 3, 5, 7, 12, 17, 21, 23, & 24. Examination anxiety is anxiety
experienced during statistics examinations. It consists of items 1,4, 9, 11, 13, 14, 15, & 20. Finally, TA is anxiety
experienced during the use of formulae and interpretation of data in the statistical context. The survey was face
and content validated by instructors with > 10 years of experience, and several of these items (1, 2, 3, 6,9, 10, 11,
14,17, 18, 22) were derived from the STARS. The three-factor structure was found in a cohort of 159 psychology
students enrolled in a statistics course. The factors and the SAS were shown to be reliable, with Cronbach o
coefficients reported at .92, .87, .82, and .91 respectively for AHA, EA, IA, and SAS in unity. Each factor of the
SAS has potential ranges between 8-40. Confirmation of this three-factor structure was reported in several later
studies. Chiesi et al. (2011) reported acceptable fit in modified three-factor models with Spanish [y*(246) =
556.296, p < .01; Comparative Fit Index (CFI) = .926, Root Mean Square Error of Approximation (RMSEA) =
.061] and Italian [y%(248) = 668.361, p < .01; CFI = .926, RMSEA = .058]. A modified three-factor structure was
also confirmed (Chew & Dillon, 2014) in a sample of students from Australia and Singapore [(%(240] = 532.73,
CFI=.92, Parsimony Goodness of Fit Index (PGFI) = .66, RMSEA = .08 (90 % CI: .07, .09)]. However, O’Bryant
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et al. (2021) reported a poor fit with the three-factor model [}*(71.1) = 153.46, p < .001, CFI = .838, RMSEA =
.106, Standardized Root Mean Square Residual (SMSR) = .073, Tucker-Lewis Index (TLI) = .82]. A modified
two-factor model was considered a better fit in this study, though it was not statistically significant from the three-
factor model [}%(38.1) = 49.37, p = .105, CFI = .959, RMSEA = .076, Standardized Root Mean Square Residual
(SMSR) = .035, TLI = .948]. Given this finding, Lindsay et al. (2024) found a three-factor structure using
exploratory factor analysis, which was consistent with the original three-factor model (SAS-O; Lindsay et al.,
2024). They also modified SAS-O by adding 6 items (SAS-M): four items that pertained to the use of technology
(25-28), and two items that pertained to anxiety experienced when asking a peer a question (29, 30). Items 25-27
loaded onto a new factor, application anxiety (AA), while items 29 & 30 loaded onto another new factor, peer

anxiety (PA). Item 28 loaded onto IA.

Wise’s Attitude Toward Statistics Scale

The ATS (Wise, 1985) has been shown to be moderately negatively correlated with the SAS in several studies
(Chew & Dillon, 2014; Lindsay et al., 2024), thus providing evidence for discriminant validity. The instrument
contains 29 items, of which 14 are reverse scored. The items may be summed for totals on two factors (Attitude
Toward Course and Attitude toward Field) or a total score in unity. Higher scores indicate better attitudes toward

statistics, and the total score was used to establish discriminant validity of SAS in this study.

Hypotheses

The objective of this study was to confirm the factor structure of these versions of SAS. We propose four
hypotheses. HI: A three-factor model will best describe construct validity of SAS-O. H2: A five-factor model
will best describe construct validity of SAS-M. H3: Both versions of the SAS and their factors will have reliability
coefficients above 7.0. H4: Both versions of the SAS and their factors will share weak to moderate correlations

with the ATS.

Method

This study was approved by the IRB 2021-078-OI at the University of Colorado Colorado Springs. The nominal
group technique was used to attain consensus on any items that needed to be reworded or adjusted, as well as the
solicitation of new items. The first version of SAS (Vigil-Colet et al., 2008) was used for this process. Face and
content validity were addressed at two levels: using instructors, and former statistics students. The instructors
were experienced at one or more of the following: teaching undergraduate statistics courses, graduate statistics
courses, or were experienced quantitative methodologists (e.g., supervision of quantitative theses). The SAS was
independently reviewed by each faculty member, with all potential modifications sent to the moderator, who is an
expert at qualitative methodology. All instructors then met with the moderator to discuss all adjusted and new
survey items until consensus was reached. New items were added to reflect two general concepts: anxiety
surrounding the use of statistical programs (Items 25-28), and anxiety around asking a classmate (i.e., peer) for

help. Other changes were made to represent terminology more consistent with American English, as well as
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multiple platforms. These included online, hybrid, and face-to-face formats. The modified questions have been

previously published (Lindsay et al., 2024).

Participants

The data were collected during Fall 2021, Spring 2022, and Fall 2022 semesters. Participants (n = 453) were
sampled from statistics classes in universities in the states of Illinois, Texas, and Colorado. Participants reported
a mean age of 19.4 + 2.6 years (n = 450), ranging between 17 to 48 years old. Participants were enrolled in face-
to-face (n = 199), online only (n = 212), and hybrid (n = 42) courses. There were 308 students who identified as
female, 134 males, five gender non-conforming, and six students who preferred to not answer. There were 101
students who identified as Asian/Asian American, 45 students who identified as Black/African American, 76
students who identified as Hispanic/Latinx, 1 one student who identified as Pacific Islander, and 213 students who
identified as White/Caucasian. The most common majors were psychology (n = 31), political science (n = 24),
nursing (n = 22), kinesiology (n = 21), elementary education (n = 18), and business (n = 17). There were many
other majors across a wide range of areas including family sciences, animal science, biology, earth science,
engineering, social work, and other education subdisciplines. There were 59 undecided majors. The statistics
courses emphasized the application of statistical tools and methods. Topics included variables, measures of central
tendency, dispersion, probability, basic research design, correlation, regression, z-tests, t-tests and analysis of

variance.

Data Analysis

Data were analyzed using descriptive analysis, reliability analyses, as well as, confirmatory factor analysis in the
structural equation modeling module in JASP 19.2 (JASP Team, 2024). Two confirmatory factor analyses were
used to analyze the data, with one being used to analyze the factor structure of the original 24-item scale, and the
other for the modified 30-item scale. Both models were evaluated using fit indices for Model Comparison, Model
Fit, and Model Parsimony. For SAS-O, a one-factor model was specified, followed by a three-factor model and a
modified three-factor model. Fit indices showed a better fit for the three-factor model compared to the one-factor
model. A third model showed a better fit when errors were allowed to correlate, when compared to the second
model. For this process, the error with the highest modification index (MI) was allowed to correlate. If this resulted
in a significant model improvement, the next highest MI was allowed to correlate. This process was continued
until there were no statistically significant improvements in the model. Errors were only used if they were between
items that were hypothesized to load upon the same factor. A total of ten errors significantly improved the model.
For SAS-M, a one-factor model was specified, followed by a five-factor model and a modified five-factor model.
Similarly to SAS-O, a five-factor model was better than the one factor model, with an improvement in model fit
where errors were allowed to correlate. Similarly to SAS-O, errors were iteratively allowed to correlate in
descending order of magnitude until no model improvement was seen. Only errors hypothesized to load upon the
same factor were used. For this model, 18 errors significantly improved the model. Pearson’s correlations were
used to examine relationships between both versions of the SAS, their factors, and ATS. Cronbach’s a analyses

were used to determine the internal consistency of each factor/subscale.
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Results
Table 1 shows descriptive statistics (mean + standard deviation), for each factor. Reliability analyses are also
presented as McDonald’s o (where applicable), and Cronbach’s a analyses for each factor. Cronbach’s o analysis

showed internal reliability for each subscale of O-SAS and M-SAS.

Table 1. Factor Descriptive Statistics and Reliability Measures

AHA EA 1A (O) IA (N)
Cronbach’s a .94 91 .87 .88
McDonald’s @ .94 91 .87 .88
Mean + S.D. 20.0 £ 8.1 30.0+£7.3 18762  21.0+69
Present Range 8-40 9-40 9-42 9-45
Potential range 8-40 8-40 8-40 9-45

AA PA SAS-O SAS-M
Cronbach’s a .86 .94 .94 .96
McDonald’s ® .86 - 93 95
Mean + S.D. 9.8+3.3 4.7+£22 683+17.5 850+21.5
Present Range 3-15 2-10 24-120 30-150
Potential range 3-15 2-10 24-120 30-150

Table 2 shows correlation matrices for the SAS, its factors, and ATS. All subscales shared moderate to strong
relationships with one another (Cohen, 1988), and generally moderate relationships with ATS. The models for

SAS-0O and SAS-M are shown in Figure 1 and Figure 2 respectively.

Table 2. SAS Correlation Matrices

SAS-O AHA EA IAO SAS-O

Asking for Help Anxiety

Examination Anxiety 43

Interpretation Anxiety (original; TAO) .59 43

SAS-O .85 a7 .81

Attitude Toward Statistics Scale (ATS) =37 -.39 -.45 -.49

SAS-M AHA EA IAN AA PA SAS-M
EA 43

Interpretation Anxiety (new; IAN) .60 44

Application Anxiety .38 .50 .56

Peer Anxiety .58 .30 .53 .30

SAS-M .83 75 .83 .67 .64

ATS =37 -39 -46 -30 -27 -49

Note: all relationships significant at the p <.001 level.
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Figure 1. Standardized Estimates for Modified SAS-O Three-Factor Model
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Figure 2. Standardized Estimates for Modified SAS-M Five-Factor Model
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Table 3 contains the fit statistics for both confirmatory factor analyses. For both analyses, chi-squared divided by
the degrees of freedom test (y? /d. f.) was acceptable, (using < 2 threshold), and the Goodness of Fit Index (GFI)
was marginally poor (.95 is good, .90 to .95 is acceptable). Root Mean Square Error of Approximation (RMSEA),
Tucker-Lewis Index (TLI), and Comparative Fit Index (CFI) were good for both models (using the < .6 criterion).

Table 3. Fit Statistics of the SAS-O and SAS-M

Model Fit Comparison Parsimony
v (d. f) x?/d.f.  GFI RMSEA CFI TLI  PNFI AIC
1 2892.7 (252) 11.48 0.5 0.15 .61 .58 54 29673.6
2 917.1(249) 3.68 0.85 0.08 .90 .89 .79 27704
2a 682.9(239) 2.86 0.89 0.058 .94 93 .78 27489.8
4232.8 (405) 10.45 0.48 0.14 57 53 S1 37394.5
4 1205.9 (395) 3.05 0.85 0.07 91 .90 .79 34387.7
4a 910.9(377) 2.42 0.89 0.056 .94 93 78 34128.6
Discussion

The objective of this study was to confirm construct validity and reliability of a modified version of the SAS in a
sample of American students. As aforementioned, there were four hypotheses: H/: A three-factor model will best
describe construct validity of SAS-O. H2: A five-factor model will best describe construct validity of SAS-M.
H3: Both versions of the SAS and their factors will have reliability coefficients above 7.0. H4: Both versions of
the SAS and their factors will share weak to moderate correlations with the ATS. There was partial support for
HI. A three-factor model described SAS-O better than a one factor model. However, a model with 10 error
correlations described SAS-O better than the three-factor model. This general outcome is similar to the findings
of other studies that have confirmed acceptable models in the three-factor structure of the SAS (Chew & Dillon,
2014).

There was partial support for H2. A five-factor model described SAS-M better than the one-factor model. A
model with 18 error correlations described SAS-M better than the original five-factor model. The criteria used to
describe these findings are fit indices (y ? /d. f., GFI, RMSEA), comparison indices (CFI, TLI), and parsimony
indices (PNFI, AIC). A nonsignificant 2 /d. f. is optimal, but this test has been indicated to be too powerful for
research studies. Values < 2 indicate a good fit, and values between 2 and 5 are acceptable. Model s 2, 2a, 4 and
4a fit the latter criterion. The RMSEA values < .06 represent a good fit, .07-.08 represent a moderate fit, .09-.10
represent marginal fit, and > .10 represent a poor fit. Based on this criterion, models 2a and 4a are a good fit, with
models 2 and 4 being moderate. In contrast, GFI should be > .95, with values > .90 being of acceptable fit. Based
on this criterion, all models were a poor fit. The best models using this criterion were 2a and 4a (GFI = .89)
indicating a marginally poor fit. For the CFI and TLI values > .95 represent a good fit, with values > .90
representing an acceptable fit. Based on these criteria, models 2a and 4a were an acceptable fit. Finally, parsimony
was achieved in all models using PNFI, as they either met or exceeded the >.50 criterion. In summary, models 2a

and 4a were a good fit using RMSEA, a marginally poor fit using GFI, and acceptable using all other criteria.
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There was support for A3, with internal reliability coefficients between .86 and .94 across both versions of the
SAS. These are also similar to the findings of previous studies that found internal consistency ranges between .82
and .92 (Vigil-Colet et al., 2008), and .88 to .95 (Chew & Dillon, 2014). There was also support for H4 with
moderate negative relationships between the SAS-O factors and ATS (-.37 to -.45). Similarly, there were moderate
negative relationships (-.37 to -.46) between the SAS-M factors and ATS. Both the SAS-O and SAS-M shared a
moderate (bordering on high) negative relationship with ATS. Overall, the results of this study support the use of

SAS-0O and SAS-M to measure statistical anxiety in American undergraduate college students.

Conclusion

In the present study, the SAS-O and SAS-M were shown to have acceptable levels of fit, when errors were allowed
to correlate. Their subscales also showed acceptable levels of reliability and discriminant validity. Hence, these

versions of the SAS may be used to measure statistics anxiety in American undergraduate student populations.

For both models, even though RMSEA, TLI, CFI, and %2 /d.f. were all at least acceptable, the GFI was marginally
poor. These results may not be generalized to undergraduate students outside of the United States. These results
should also not be generalized to graduate students. SAS-O and SAS-M had similar outcomes. One previous study
has shown that SAS-M only explains 4% more variance than SAS-O (Lindsay et al, 2024). Additionally, it should
be noted that during the development and analysis of this version of the SAS, the original version was in the

process of being revised.

To address the inconsistent factor structure of SAS across different populations, Lorenzo-Seva et al. (2022)
revised the SAS. This version reduced the number of questions and added a 4" factor called social desirability.
They reported a good fit without the need for introducing correlations between error terms, which were outcomes
found in different versions of the SAS including this study. This revised SAS considers a 4" dimension called
social desirability, suggesting that this dimension could account for much of the error variance found in previous
studies. That dimension was not included in this study. Similarly to the previous SAS, such studies should be
replicated to confirm reliability and validity in different populations. However, studies using both exploratory and
confirmatory approaches should be repeated in order to compare findings. We also do not expect replicability of

the error correlations in both models, as these may be due to data characteristics.
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